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1. Introduction  

What was only seen in science fiction movies and comics a few decades ago has become 

reality within the last few years. Autonomous vehicles that move by themselves or only under 

the observation of a human eye are now a reality in the form of self-driving cabs, self-driving 

container transporters or even in the form of individual passenger cars. The first autonomous 

vehicle dates back to the year 1926, which was still significantly different from our current 

understanding of autonomous vehicles. It was the radio controlled car, the Linriccan Wonder, 

which was introduced by Houdina Radio Control in New York City (Bimbraw K. ,2015).  

Since then, a lot has happened in the field of autonomous driving and new innovations & 

developments have pushed autonomous driving further and further, so that today we are 

already talking about the possibility of truly self-driving and decisive vehicles. The 

autonomy, or self-governance of these vehicles, however, naturally also leads to the fact that 

since the beginning of autonomous driving, the question has been asked how vehicles would 

behave in situations in which even we humans often do not know what we should do and act 

according to instinct. It is precisely about the question of how autonomous vehicles would 

behave especially in the case of danger for the driver as well as other road users. 

In the case of autonomous driving, the problem can often be described in terms of a moral 

dilemma (Nyholm, 2018), in which a decision has to be made between several equally 

unacceptable or at least unpleasant alternatives in a situation, which may also be mutually 

exclusive, comparable to the famous Trolley problem (Thomson, 1976, Chapter 61). Now, in 

the case of autonomous cars, this decision does not have to be made by a person, but by his 

vehicle and the underlying program. In the case of autonomous driving, this dilemma consists 

primarily of the question of how the vehicle will behave in a dangerous situation that may 

also involve other people beyond the driver (Gerdes & Thorton, 2015). The typical examples 

are choosing between a small child and an elderly woman, driving into a crowd of people or 

the wall, or even just endangering the driver himself by avoiding obstacles such as animals or 

the like. (TEDx Talks, 2016) 
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It therefore becomes clear quite quickly that acting within the framework of autonomous 

vehicles entails its own problems. It is therefore necessary to deal in detail with the subject of 

the actions of autonomous vehicles in order to understand their underlying principles and to 

be able to comprehend the action of an autonomous vehicle. 

First of all, however, one should probably ask the question whether an autonomous vehicle is 

capable of acting at all? In principle, decision-making in an autonomous vehicle is only 

dependent on the code or program that is set up. This would mean that ultimately it is a 

program that decides how an autonomous vehicle should behave, and not a human entity. 

Does that still make it an action? To find an answer to this question, let’s take a closer look at 

the principles and understandings of actions in the context of autonomous vehicles. 

This essay aims to help to understand & name the difficulties and limitations of 

understanding actions in the context of autonomous vehicles. For this purpose, the difference 

between actions and operations will be clarified, the different stages of autonomous driving 

will be explained, and on the basis of this, the role of the body in the context of autonomous 

vehicles will be discussed. Subsequently, it will be shown on the basis of which philosophical 

theories of action a program, and thus also autonomous vehicles, are developed. Finally, these 

results will be summarized and classified in view of the current state of research and 

discussion, also including open questions.  

2. Limitations in the understanding of actions in the sphere of autonomous 

vehicles 

2.1 Operations and Actions 

When we talk about the action of autonomous vehicles, a distinction can be made between an 

action and an operation, which is among the first obstacles in understanding the action of an 

autonomous vehicle.  
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As already described, the decision to be executed in our case is often based on a code or 

program. Taking that into consideration, this brings several factors with it that significantly 

influence the understanding of actions in the context of autonomous vehicles. But it should 

also be said that since it’s inception the philosophy of action has been  more concerned with a 

consideration of actions of human actors & not of machines or robots.  

First of all, it should be noted that the written code on which the action is ultimately based 

comes from a human (Gerdes & Thorton, 2015). This means that every decision that the 

vehicle carries out in the end comes from human hands. This consideration allows the 

assumption that every action of an autonomous vehicle is also an action in its original sense, 

just via a new form of action. 

However, it can also be argued that an action performed by a robot or machine, and an 

autonomous vehicle is nothing else, no matter how intelligent it seems to be, but an 

operation. This is the execution of an action by a system or a program with an unconscious 

action.  
 
 “As nouns the difference between operation and action is that operation is the   

 method by which a device performs its function while action is something done so as  

 to accomplish a purpose.“(WikiDiff, 2022)  

Accordingly, the “action“ of a machine that is methodically designed only to perform various 

“normal“ actions can also be understood as an operation.   

In the general field of action philosophy an action is understood in most cases, as an event, 

which an actor carries out for a certain purpose, which is led by the intention of the person 

(Stanford Encyclopedia of Philosophy, 2022). In the case of autonomous vehicles, however, 

there is no longer an actor in the original sense and the driver's intentions may have no 

influence on the final decision.  
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2.2. Levels of autonomous Driving  

In order to be able to differentiate between actions and operations, it is absolutely necessary 

to take a look at the different levels of autonomous vehicles. Today's autonomous vehicles are 

divided into 5 levels, where the relationship between human and machine is different for each 

level. With each higher level (0-5), the vehicle takes over more and more autonomous tasks, 

which completely detach the human from the vehicle and its decisions (Meyer, Müller & 

Dokic, 2015), (SEA, 2022), (NHTSA, 2022).  

• Level 0 : The person in the vehicle controls the vehicle completely independently.  

• Level 1: A first set of support aids accompanies the person in the vehicle. However, these 

aids can only be performed individually.  

• Level 2: An advanced form of support aids accompanies the person in the vehicle. 

However, it remains to be noted that the person must continue to sit behind the wheel with 

full attention.  

• Level 3: This is the first level at which the vehicle can drive completely independently in 

special situations. However, the person behind the wheel must still be absolutely alert and 

should be able to take over the wheel again at any time. 

• Level 4: A class 4 autonomous vehicle is a vehicle that can really participate in road traffic 

on its own, without the need for a person to monitor or intervene.  

• Level 5: In the case of the last level of autonomous vehicles, we have arrived at a really 

fully automatic self-driving car, in which the human being only acts as a passenger and can 

no longer intervene at all.  

But what does this mean for the understanding of actions and operations of autonomous 

vehicles? Well, first of all, only in the case of a level 5 car can the vehicle be granted 

complete decision-making power. Before that, the human being is still part of the decision-

making process, can actively and passively intervene in the events and thus determine them.  
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Consequently, it would be wrong to speak of actions as operations if it is at least not a level 5 

vehicle. Only they make decisions purely on their code or their programming. In all other 

cases, the final action is still that of a human being or at least influenced by.  

For demonstration purposes, this essay assumes that in practice, or everyday life, we are 

already dealing with level 5 autonomous vehicles whose decisions are program-based. In 

reality, our society is still very far from the development & use of a Level 5 vehicle for 

people (Oliver, 2021). Nevertheless, already these theoretical forms of autonomous driving 

present us with completely new challenges in the understanding of action.  

2.3 Role of the Body 

The decisive factor in this subdivision is also the consideration of the body. What role does 

the body play in the context of autonomous vehicles? After all, the ultimate goal of 

autonomous vehicles is to remove people, and thus the body, from road traffic and to 

eliminate people as a source of error (NHTSA, 2022). However, it has just been shown that 

the body is still needed for many of the vehicles today and also determines a large part of the 

actions. In this case the body is still a clear part of the action, whereby this can also be 

described as an action. 

But what about when we consider a level 5 autonomous vehicle? The body and the vehicle 

that ultimately takes the "action" are completely detached from each other. First and 

foremost, the human being no longer has any decision-making power at all. The “action“ is 

then only dependent on the program, and in order to understand an action of a program, one 

must take a closer look at which philosophical principles a program decides for or against an 

action, or which philosophical principles can be built into a program at all. 

2.4 The program  

Basically, a code can only be characterized and built up on by two of the three main theories 

from normative Ethics, Deontology, Consequentialism and Virtue Ethics. All theories deal 
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with the question about how actions can be described and explained & and only the two 

theories, Deontology and Consequentialism out of the three theories of normative ethics, can 

be applied to a code or program. (Gerdes & Thorton, 2015), (Wernaart, 2021) 

2.4.1 The Program - Deontology  

In deontological ethics, an action is considered morally good, or bad, based on some property 

of the action itself (Stanford Encyclopedia of Philosophy, 2022). These properties can be 

defined in the case of a code simply in the form of variables and built into the code. Thus, 

every decision that the code, or even the machine, makes is based on the defined properties. 

However, this would also mean that some actions could always be morally impermissible, 

regardless of the consequences (Britannica, 2022). To better understand the principle of 

deontology in the case of autonomous driving, it helps to consider a small example. 

Let’s take the classical example, the decision between the death of a young child & the old 

grandma. A deontological code would be defined and would protect the person who is fixed 

in its code as a person worth protecting. Provided that children would be classified from the 

principle as more valuable than older persons, would be tried to save the child, no matter 

what possible consequences stand on the other side. 

2.4.2 The Program - Consequentialism 

In contrast to dentology, consequentialism explains actions primarily in terms of their 

outcome, according to the well-known maxim, the end justifies the means. The result of an 

action decides whether it was ultimately bad or good (Stanford Encyclopedia of Philosophy, 

2022). Related to a code or a program this is probably the most understandable variant to 

implement. A code is ultimately only a calculation of ones and zeros and also the 

Consequentialism is ultimately only based on calculations (McNaughton & Rawling, 2022). 

These calculations do not necessarily have to occur in the typical numbers, but in the fact that 

certain things can be given a value and calculated with it.  
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So, in the case of Consequentialism, and especially with respect to autonomous vehicles, the 

result would determine the actual decision of the vehicle in any case. Thus, a calculation 

would determine whether, in the same example from just now, it would be more beneficial to 

let the child, or just the grandma live. In this example, the grandma would probably draw the 

short straw, since the contribution that the child can still make, or the years it would still live, 

is a lot more than in the case of the grandma, but that depends on what would ultimately be 

considered as a desirable consequence.  

However, the principle of Consequentialism has a major problem. In order to make a decision 

based on the results of a situation, absolutely complete data is required. In practice, however, 

this is not even possible, especially with actions concerning future events (Card & Smith, 

2020). This means that every decision made on the basis of Consequentialism is made on the 

basis of incomplete data, and especially in the case of autonomous driving this should not be 

disregarded in view of the fact that the lives of road users are at stake. It must be said, 

however, that even without complete data, the desired results can be achieved in practice.   

2.4.3 The Program - Delimitation of virtue ethics  

In addition to the two theories of action just presented, general normative ethics often 

includes also virtue ethics (Solomon, 1995). However, in contrast to the other two 

approaches, this one can hardly be transferred into a code. While both rules and consequences 

can be incorporated into a code, this is even more difficult in the case of virtues or moral 

character  (Wernaart, 2021).  

The numerical structure of a code does not allow such complex relations, which can not be 

simplified by a calculation or formula & are probably based on non-numerical factors. Thus a 

code or a program will never be able to decide and act really like a human being. This is also 

one of the major problems in the development of artificial intelligence and thus also 

autonomous vehicles, as it is a limit that can probably never be overcome.   
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3. Conclusion 

The limits of the scope of digitalization and mechanization often seem infinite. However, 

machines and their programs repeatedly come up against the fundamental limits of physics or 

even philosophy.  

It can be stated that the understanding of actions or operations in the context of autonomous 

vehicles is not a simple topic and has already caused a lot of furor. Not least by the question 

whether such an action should be seen at all still as an action or better as an operation. In the 

course of this work it was explained that the limits of understanding are mainly related to the 

program itself, or rather to the decision theory on which they are based. It was discovered 

that a program can only be written based on deontology as well as consequentialism and not 

in the course of virtue ethics. In addition, however, the different five levels of the 

autonomous vehicle also influences the extent of the driver's participation in an “action“ or 

decision.  

The research being conducted in this area is very little and also quite new. Furthermore it 

must necessarily adapt to ever-changing innovations and changes. In the end, many of the 

research questions are designed to find out how autonomous vehicles can be better optimized  

for users than to understand their real scope. Because of the issues surrounding the actions of 

autonomous vehicles, some works advocate, for example, a "Big Red Button" (Gerdes & 

Thorton, 2015), in which humans are still left with ultimate decision-making power, or even a 

software engineering solution that takes ethical and social considerations seriously (Holstein. 

Dodig-Crnkovic & Pelliccione, 2018) 

However, when thinking about the understanding of actions and operations of autonomous 

vehicles, and considering the various positions, a lot of open questions remain.  
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For example, what changes the understanding from an action to an operation? Would an 

operation be evaluated differently? How would an accident be evaluated where there was 

actually no longer an action in the original sense? And, of course, there is also the question of 

who should ultimately be held responsible in the event of an accident (Li, J. et al, 2016).  

Can a human being be responsible for an action that he did not perform? Or can a machine be 

held responsible at all? Or is it possible to hold the company responsible in the background? 

These are questions of law and politics, but they should be discussed on the basis of the 

theories just presented in the current emerging world full of autonomous vehicles. Because, 

never before has our society been in such a digitalized and mechanized time of change.  

The limits to the actions of autonomous vehicles described in this work naturally also have a 

significant influence on human actions. The question arises: “How does a machine influence 

our human actions?“. This question is addressed by both the fields of cybernetics  (Spektrum, 

2022) and post-humanism (Huhtamo 2020), once with a view to technology, the other time 

with a view to humans. However, in order to understand the basic framework of action of 

autonomous vehicles, or even other technical innovations, a deeper examination of the limits 

of understanding and the scope of action is required as we saw it in the case of autonomous 

vehicles. Because it seems like we're just developing something that we don't even fully 

understand.  
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